
Stranger than paradigms
Word Embedding Benchmarks Don’t Align With Morphology

Timothee Mickus, University of Helsinki Maria Copot, The Ohio State University

What we do
RQ: We use word embeddings for morphology studies, but do
we evaluate and train them properly?

• We design benchmarks to evaluate word2vec SGNS em-
beddings for French morphology

• We conduct an extensive hyperparameter exploration
across 1200 models

• We study how hyperparameter choices affect performance
on morphology as well as traditional NLP benchmark

Take-home messages
• The negative sampling exponent is a crucial hyperparam-

eter: it must be high for inflection but low for NLP lexical
semantic tasks.

A high negative sampling exponent forces us to distinguish
all embeddings from frequent (and morphologically ambigu-
ous) words. A low negative sampling exponent forces us to
distinguish all embeddings from infrequent (and semanti-
cally varied) words.

• The optimal SGNS embeddings for morphology are sub-
optimal for commonplace NLP benchmarks & vice-versa.

Morphology or semantics?
Performance on morphology tasks anticorrelates with
performance on NLP lexical semantics benchmarks

Negative sampling drives much of performance

Comparison of all tasks, pairwise.
Colors correspond to different value of the negative sampling exponent hyperparameter.


